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1
METHOD AND APPARATUS TO CHANGE
TIERS

BACKGROUND

1. Field

Aspects of exemplary embodiments relate generally to thin
provisioning and tier management in a data storage environ-
ment and, more particularly, to methods and apparatuses to
allocate pages in a thin provisioning system.

2. Related Art

Thin provisioning is a method for allocating an area of a
storage subsystem that receives a write command to an unal-
located area in a virtual volume. A page is a unit of an
allocated area. A command can be used to obtain a status of
the virtual volume and the page size. Informed of such status,
an application can determine whether some area is allocated.
A storage subsystem can allocate several types of media to an
unallocated area in the virtual volume.

FIG. 1 and FIG. 2 are exemplary diagrams illustrating
relationships among files, virtual volumes, and logical vol-
umes for an application program capable of changing tier for
anarea. A file A is mapped to page 0 and page 1. Page 0 of the
virtual volume is mapped to page 100 of the logical volume.
Page 100 and page 101 of the logical volume are tier 1, and
page 200 and page 201 of the logical volume are tier 2. The
file tier policy information 405 shows a file specified by the
file name 701 that should be stored in an area with a tier
specified by the tier 702. The application program changes
tiers based on the file tier policy information 405, which is a
table that relates the file name and the tier. Therefore, page 0
and page 1 of the logical volume are mapped to tier 1 of the
logical volume in FIG. 1.

As shown in FIG. 2, because the application program
changes the tiers of file B to tier 2, the page 1 and the page 2
are mapped to tier 2, and a part of file A is stored in tier 2.
Because tier 2 is a lower performance media than tier 1, the
performance of file A decreases, which may be detrimental if
file A was placed in a tier 1 for performance reasons.

SUMMARY

Aspects of the exemplary embodiments include a system,
involving a storage subsystem; and a storage subsystem
receiving a command for changing a tier of a specified storage
area in the storage subsystem to a different specified tier,
checking the specified storage area for a page including a file
assigned to a different tier than the specified tier, and deter-
mining whether to execute the command or not based on a
result of the checking.

Additional aspects of the exemplary embodiments further
include a computer readable medium storing instructions to
be executed by a central processing unit (CPU), which
involves receiving a command for changing a tier of a speci-
fied storage area in the storage subsystem to a different speci-
fied tier; checking the specified storage area for a page includ-
ing a file assigned to a different tier than the specified tier; and
determining whether to execute the command or not based on
a result of the checking.

Additional aspects of the exemplary embodiments further
include a system, involve a storage subsystem; and a storage
subsystem, wherein when the storage subsystem receives a
status inquiry command for a location in the storage sub-
system from the application server, the storage subsystem
transmits to the application server allocated tier information
corresponding to the location.
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Additional aspects of the exemplary embodiments furthers
include a system, involve an application server issuing a tier
change command to a storage system, wherein the command
comprises specified tier information and a storage location of
a file to be moved to a storage area in the storage system with
a qualifying tier.

BRIEF DESCRIPTION OF THE DRAWINGS

These, and or/other aspects will become more readily
appreciated from the following description of the embodi-
ments, taken in conjunction with the accompanying draw-
ings, in which:

FIG. 1 illustrates an exemplary diagram illustrating rela-
tionships between files, virtual volumes and logical volumes
for a thin provisioning system;

FIG. 2 illustrates another exemplary diagram illustrating
relationships between files, virtual volumes and logical vol-
umes for a thin provisioning system;

FIG. 3 illustrates a hardware configuration of an informa-
tion system in accordance with an exemplary embodiment;

FIG. 4 illustrates a memory in the application server in
accordance with an exemplary embodiment;

FIG. 5 illustrates a memory in the storage subsystem in
accordance with an exemplary embodiments.

FIG. 6 illustrates the file location information in accor-
dance with an exemplary embodiment;

FIG. 7 illustrates the file tier policy information in accor-
dance with an exemplary embodiment;

FIG. 8 illustrates the RAID group information in accor-
dance with an exemplary embodiment;

FIG. 9 illustrates the logical volume information in the
form of a table in accordance with an exemplary embodiment;

FIG. 10 illustrates the pool information in the form of a
table, in accordance with an exemplary embodiment;

FIG. 11 illustrates the virtual volume information in the
form of a table in accordance with an exemplary embodiment;

FIG. 12 illustrates the tier definition information in the
form of a table in accordance with an exemplary embodiment;

FIG. 13 illustrates the tier definition information in the
form of a table in accordance with an exemplary embodiment;

FIG. 14 illustrates a file write command in accordance with
an exemplary embodiment;

FIG. 15 illustrates a read command in accordance with an
exemplary embodiment;

FIG. 16 illustrates a write command in accordance with an
exemplary embodiment;

FIG. 17 illustrates an allocate command in accordance with
an exemplary embodiment;

FIG. 18 illustrates a flow diagram of the file control pro-
gram in accordance with the first exemplary implementation.

FIG. 19 illustrates another example of a flow diagram of the
file control program in accordance with the first exemplary
implementation.

FIG. 20 illustrates a flow diagram of the disk control pro-
gram in accordance with the first exemplary implementation.

FIG. 21 illustrates a get status command in accordance
with the second exemplary implementation.

FIG. 22 illustrates a get status command reply in accor-
dance with the second exemplary implementation.

FIG. 23 illustrates a diagram illustrating relationships
between files, virtual volumes, and logical volumes in the
virtual volume information in accordance with the second
exemplary implementation.

FIG. 24 illustrates another example of a flow diagram of the
file control program in accordance with the second exemplary
implementation.
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FIG. 25 illustrates a flow diagram of the disk control pro-
gram in accordance with the second exemplary implementa-
tion.

DETAILED DESCRIPTION

Because present thin provisioning methods have multiple
files located in each page, the present thin provisioning meth-
ods do not have any application programs to change the tier of
an area in the system. There is also no method for the appli-
cation program to know the boundaries of the pages. The
exemplary embodiments are generally directed to providing
systems and methods to allow storage areas to change tiers in
storage systems employing thin provisioning. In the exem-
plary embodiments, the storage subsystem changes the tier of
an area based on a command from the application program.

In one exemplary implementation, the application program
gets the page size from storage subsystem. The pages of the
storage subsystem are restricted to containing only one file
per page. The application server thereby locates only one file
and its corresponding page based on the page size and sends
a command to change tiers.

FIG. 3 illustrates a hardware configuration of an informa-
tion system in accordance with an exemplary embodiment.
The system includes an application server 300, a SAN (Stor-
age Area Network) 320, a LAN (Local Area Network) 340,
and a storage subsystem 360. The application server 300
includes a CPU (Central Processing Unit) 301, a memory
302, a HDD (Hard Disk Drive) 303, a SAN interface 304, and
a LAN interface 305. The CPU 301 reads programs from the
memory 302 and executes the programs. The memory 302
reads programs and data from the HDD 303 when the appli-
cation server 300 starts, and stores the programs and the data.
The HDD 303 stores programs and data.

The SAN interface 304 connects the application server 300
and the SAN 320. The LAN interface 305 connects the appli-
cation server 300 and the LAN 340. The SAN 320 connects
the application server 300 and the storage subsystem 360. The
application server 300 uses the SAN 320 to interact with the
storage subsystem 360 to send and receive application data.
The application server 300 uses the LAN 340 to interact with
the storage subsystem 360 to send and receive management
data. The LAN 340 connects the application server 300 and
the storage subsystem 360.

The storage subsystem 360 includes a SAN interface 361,
a LAN interface 362, a CPU 363, a memory 364, a disk
interface 365, one or more HDDs 366, and one or more SSDs
(Solid State Drive) 367. The SAN interface 361 connects the
storage subsystem 360 and the SAN 320. The L AN interface
362 connects the storage subsystem 360 and the LAN 340.
The CPU 363 reads programs from the memory 364 and
executes the programs. The memory 364 reads programs and
data from the HDD 366 and the SSD 367 when the storage
subsystem 360 starts and stores the programs and the data.
The disk interface 365 connects the HDDs 366, and the SSDs
367 with the other elements of the storage system 360. The
HDDs 366 and SSDs store programs and data.

The memory 302 may be in the form of a computer read-
able-medium, which can be any medium that participates in
providing instructions to CPU 301 for execution. The
memory 302 may additionally be a removable storage device,
such as a portable hard drive, optical media (CD or DVD),
disk media or any other medium from which a computer can
read executable code.

FIG. 4 illustrates a memory 302 in the application server
300 of FIG. 3 in accordance with an exemplary embodiment.
The memory 302 includes an Operating System (OS) pro-
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gram 401, an application program 402, a file control program
403, file location information 404, and file tier policy infor-
mation 405. The OS program 401 executes the application
program 402. The application program 402 (e.g., instructions
to control database operations) sends a file read command and
a file write command to the file control program 403 to read
data from the storage subsystem 360, processes the read data,
and writes the results to the storage subsystem 360. The file
control program 403 manages files.

When the file control program 403 receives the file read
command from the application program 402, the file control
program 403 reads data from the storage subsystem 360 and
sends the result to the application program 402. When the file
control program 403 receives the file write command from the
application program 402, the file control program 403 writes
the data to the storage subsystem 360 and sends the result to
the application program 402.

FIG. 5 illustrates a memory 364 in the storage subsystem
360 of FIG. 3 in accordance with an exemplary embodiment.
The memory 364 includes a disk control program 501,
Redundant Array of Inexpensive/Independent Disks (RAID)
group information 502, logical volume information 503, pool
information 504, virtual volume information 505, and tier
definition information 506. The disk control program 501
receives a read command and a write command from the
application server 300, reads data from one or more HDDs
366 and one ormore SSDs 367, and writes data to one or more
HDDs 366 and one or more SSDs 367 using the RAID group
information 502, the logical volume information 503, the
pool information 504, the virtual volume information 505,
and the tier definition information 506.

FIG. 6 illustrates the file location information 404 in accor-
dance with an exemplary embodiment. The file location infor-
mation 404 includes a table with rows (e.g. 605, 606, 607) for
entries for a file name 601, a file address 602, a volume name
603, and a volume address 604. The file location information
404 shows data specified by the file name 601 and the file
address 602. This data is stored in an area specified by the
volume name 603 and the volume address 604.

FIG. 7 illustrates the file tier policy information 405 in
accordance with an exemplary embodiment. The file tier
policy information 405 includes a first table with rows (e.g.
703, 704, 705) for entries for a file name 701 and a tier 702.
The file tier policy information 405 includes a second table
with rows 713, 714 for entries for a volume name 711, and a
priority 712. The file tier policy information 405 shows that
for the first table, a file specified by the file name 701 should
be stored in an area with corresponding tier 702. In the second
table, the priority 712 shows which volume name 711 has a
higher or lower priority tier, if two or more files are located on
one page. An administrator or the application program 402
can edit the file tier policy information 405.

FIG. 8 illustrates the RAID group information 502 in
accordance with an exemplary embodiment. The RAID
group information 502 includes a table with rows (e.g. 806,
807, 808) for entries for a RAID group name 801, a media
name 802, aRAID level 803, a mediatype 804, and a capacity
805. For example, the row 806 shows that RAID group “RG
A”includes media “SSD A,” “SSD B,” and “SSD C,”a RAID
level of “RAID 5,” media types “SSD SL.C,” and a capacity of
“100>

FIG. 9 illustrates the logical volume information 503 in
accordance with an exemplary embodiment. The logical vol-
ume information 503 includes a table with rows (e.g. 905,
906, 907) for entries for a logical volume name 901, a logical
volume address 902, a RAID group name 903, and a RAID
group address 904. For example, row 905 shows that the
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address from “0” to “99” of “L-VOL A” is mapped to the
address from “0” to “99” in RAID group “RGA.”

FIG. 10 illustrates the pool information 504 in accordance
with an exemplary embodiment. The pool information 504
includes a table with rows (e.g. 1005, 1006), for entries for a
pool name 1001, a logical volume name 1002, a virtual vol-
ume name 1003, and a capacity 1004. For example, row 1005
shows that pool “POOL A” includes logical volumes “L-VOL
A “L-VOL B,” and “L-VOL C,” the area of “POOL A” is
used by “V-VOL A”, and the capacity of “V-VOL A” is “300.”

FIG. 11 illustrates the virtual volume information 505 in
accordance with an exemplary embodiment. The virtual vol-
ume information 505 includes a table with rows (e.g. 1107,
1108, 1109,1110, 1111) for entries for a virtual volume page
number 1101, a virtual volume name 1102, a virtual volume
address 1103, a logical volume page number 1104, a logical
volume name 1105, and a logical volume address 1106. In the
example of FIG. 11, the page size is 10. For example, row
1107 shows that the address of “PAGE 0” is from “0” to “9”
on “V-VOL A” and the address of “PAGE 100” is from “0” to
“9” on “L-VOL A,” and “PAGE 0” is mapped to “PAGE 100.”

FIG. 12 illustrates the tier definition information 506 in
accordance with an exemplary embodiment. The tier defini-
tion information 506 includes a table with rows (e.g. 1204,
1205, 1206) for entries for a tier 1201, a media type 1202, and
a default tier 1203. For example, the row 1204 shows that the
media type of tier “1”is “SSD SLC” and tier ““1”is not default
tier and the row 1205 shows that the media type of tier “2” is
“HDD SAS 15,000 rpm” and tier “2” is default tier.

FIG. 13 illustrates a file read command 1300 in accordance
with an exemplary embodiment. The file read command 1300
includes a command type 1301, a file name 1302, and a file
address 1303. The file read command 1300 is sent from the
application program 402 to the file control program 403.

FIG. 14 illustrates a file write command 1400 in accor-
dance with an exemplary embodiment. The write command
1400 includes a command type 1401, a file name 1402, a file
address 1403, and data 1404. The file write command 1600 is
sent from the application program 402 to the file control
program 403.

FIG. 15 illustrates a read command 1500 in accordance
with an exemplary embodiment. The read command 1500
includes a command type 1501, a volume name 1502, and a
volume address 1503. The read command 1500 is sent from
the file control program 403 to the storage subsystem 360.

FIG. 16 illustrates a write command 1600 in accordance
with an exemplary embodiment. The write command 1600
includes a command type 1601, a volume name 1602, a
volume address 1603, and data 1604. The write command
1600 is sent from the file control program 403 to the storage
subsystem 360.

FIG. 17 illustrates an allocate command 1700 in accor-
dance with an exemplary embodiment. The allocate com-
mand 1700 includes a command type 1701, a volume name
1702, a volume address 1703, and a tier 1704. The allocate
command 1700 is sent from the file control program 403 to
the storage subsystem 360.

First Exemplary Implementation

In the first exemplary implementation, the application pro-
gram sends a command to change the tier of a specified
storage area. If the specified storage area is a part of a page,
and if the tier specified by the command is lower than the tier
currently allocated to the specified area, then the storage
subsystem does not change the tier. If the tier specified by the
command is not lower than the tier currently allocated to the
specified area, then the storage subsystem changes the tier of

25

30

40

45

50

55

6

the specified storage area based on the command. References
will be made to elements from previous figures for clarity
purposes.

The file control program 403 receives the file read com-
mand 1300 or the file write command 1400 from the applica-
tion program 402, sends the read command 1500 or the write
command 1600 to the storage subsystem 360, and sends the
result of read or write to the application program 402. FIG. 18
illustrates a flow diagram of the file control program 403 in
application server 300 when a file read command 1300 or file
write command 1400 is received, in accordance with the first
exemplary implementation.

In operation 1801, the file control program 403 receives the
file read command 1300 or the file write command 1400 from
the application program 402. In operation 1802, if the
received command from operation 1801 is the file write com-
mand 1400, then the process goes to operation 1803 as
explained below; if not, then the process goes to operation
1810 as explained below.

In operation 1803, if the file name specified by the file
name 1402 in the file write command 1400 is listed in the file
name 601 in the file location information 404, then the pro-
cess goes to operation 1806; if not, then the process goes to
operation 1804. In operation 1804, the file control program
403 gets the tier 702 from the file tier policy information 405
specified by the file name 1402 in the file write command
1400. In operation 1805, the file control program 403
searches for an unallocated area for any file from the file
location information 404, sends the allocate command 1700
indicating a volume address 1703 corresponding to an unal-
located area and a tier 1704 corresponding the tier selected in
operation 1804 to the storage subsystem 360, and updates the
file location information 404.

In operation 1806, if the area specified by the volume
address 1403 in the file write command 1400 is allocated in
the file address 602 in the file location information 404, then
the process goes to operation 1809; if not, then the process
goes to operation 1807. In operation 1807, the file control
program 403 gets the tier 702 from the file tier policy infor-
mation 405 specified by the file name 1402 in the file write
command 1400. In operation 1808, the file control program
403 searches for an unallocated area for any file from the file
location information 404, sends the allocate command 1700
indicating a volume address 1703 corresponding to an unal-
located area and the tier 1704 corresponding to the tier
selected in operation 1807 to the storage subsystem 360, and
updates the file location information 404.

In operation 1809, the file control program 403 sends the
write command 1600 that the volume address 1603 is speci-
fied by the file write command 1400 and the file location
information 404 to the storage subsystem 360 and sends the
result of the write to the application program 402.

In operation 1810, the file control program 403 gets the
volume name 603 and the volume address 604 that the file
name 601 and the file address 602 are specified by the file
name 1302 and the file address 1303 in the file read command
1300. In operation 1811, the file control program 403 sends
the read command 1500 that the volume name 1502 and the
volume address 1503 are the volume name 603 and the vol-
ume address 604 gotten in operation 1810.

FIG. 19 illustrates an exemplary flow diagram for the file
control program 403 in application server 300 for changing
the tier when the file tier policy information 405 is modified in
accordance with the first exemplary implementation.

The file control program 403 changes the tier for a file a
different tier when the file tier policy information 405 is
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changed. The application program 402 and an administrator
can modity the file tier policy information 405.

In operation 1901, the file control program 403 gets the file
tier policy information 405 when the application program 402
or the administrator modifies the file tier policy information
405. In operation 1902, the file control program 403 sends the
allocate command 1700 to the storage subsystem 360 to
change a tier to the tier specified by the file tier policy infor-
mation 405 received in operation 1901.

FIG. 20 illustrates an exemplary flow diagram for disk
control program 501 for the storage subsystem 360 in accor-
dance with the first exemplary implementation.

The disk control program 501 receives the read command
1500, the write command 1600, or the allocate command
1700 from the file control program 403, and the disk control
program 501 sends the result of the read or write command.

In operation 2001, the disk control program 501 receives
the read command 1500, the write command 1600, or the
allocate command 1700 from the file control program 403. In
operation 2002, if the command that the disk control program
501 received in operation 1401 is the write command 1600,
then the process goes to operation 2003; if not, then the
process goes to operation 2006.

In operation 2003, if an area specified by the volume name
1602 and the volume address 1603 of the write command
1600 is allocated in the virtual volume information 505, then
the process goes to operation 2005; if not, then the process
goes to operation 2004. In operation 2004, the disk control
program 501 allocates an unallocated area of alogical volume
that media type is specified by the default tier 1203 in the tier
definition information 506 to the virtual volume specified by
the volume name 1602 and the volume address 1603, and
updates the virtual volume information 505. In operation
2005, the disk control program 501 gets the volume name
1602 and the volume address 1603 from the write command
1600, gets the logical volume name 1105 and the logical
volume address 1106 from the virtual volume information
505, gets the RAID group name 903 and the RAID group
address 904 from the logical volume information 503, and
writes the data 1604 of the write command 1600 to an area
specified by the RAID group name 903 and the RAID group
address 904.

In operation 2006, if the command that the disk control
program 501 received in operation 2001 is the read command
1500, then the process goes to operation 2007; if not, then the
process goes to operation 2010.

In operation 2007, if an area specified by the volume name
1502 and the volume address 1503 ofthe read command 1500
is allocated in the virtual volume information 505, then the
process goes to operation 2009; if not, then the process goes
to operation 2008. In operation 2008, the disk control pro-
gram 501 returns “0” to the application server 300 because the
area specified by the volume name 1502 and the volume
address 1503 is not written. In operation 2009, the disk con-
trol program 501 gets the volume name 1502 and the volume
address 1503 from the read command 1500, gets the logical
volume name 1105 and the logical volume address 1106 from
the virtual volume information 505, gets the RAID group
name 903 and the RAID group address 904 from the logical
volume information 503, reads an area specified by the RAID
group name 903 and the RAID group address 904, and returns
the data.

In operation 2010, if the page including the area specified
by the volume name 1702 and the volume address 1703 in the
allocate command 1700 is allocated in the virtual volume
information 505, then the process goes to operation 2012; if
not, then the process goes to operation 2011.
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In operation 2011, the disk control program 501 searches
an unallocated area that the size is the same as the page size
and the tier is specified by the tier 1704 in the allocate com-
mand 1700 from the virtual volume information 505 and the
logical volume information 503, allocates the page to the area
including the area specified by the volume name 1702 and the
volume address 1703 in the allocate command 1700, and
updates the virtual volume information 505. The disk control
program 501 may reserve the area of the tier specified by the
tier 1704 to allocate and allocate the area of the tier specified
by the tier 1704 when the disk control program 501 receives
the write command 1600 to the area in operation 2004.

In operation 2012, if the area specified by the volume name
1702 and the volume address 1703 in the allocated command
1700 is a part of a page, then the process goes to operation
2013; if not, then the process goes to operation 2014.

In operation 2013, the disk control program 501 compares
the specified volume name 1702 to the volume names 711 in
the file tier policy information, and checks the corresponding
priority 712 of the specified volume name 1702. If the priority
712 is “HIGHER TIER” and the specified tier 1704 is higher
than the tier of the page with the address specified by the
volume name 1702 and the volume address 1703 in the allo-
cate command 1700, then the process goes to operation 2014.
If the priority 712 is “LOWER TIER” and the specified tier
1704 is lower than the tier of the page including the address
specified by the volume name 1702 and the volume address
1703 in the allocate command 1700, then the process goes to
operation 2014; if not, then the process ends.

In operation 2013, if the specified tier 1704 is higher than
the tier of the page with the address specified by the volume
name 1702 and the volume address 1703 in the allocate com-
mand 1700, then the process goes to operation 2014; if not,
then the process ends.

In operation 2014, the disk control program 501 searches
for an unallocated area with the same page size, and with the
same tier as specified by the tier 1704 in the allocate com-
mand 1700 from the virtual volume information 505 and the
logical volume information 503, and allocates the found page
to the area specified by the volume name 1702 and the volume
address 1703 in the allocate command 1700. In operation
2015, the disk control program 501 copies the data stored in
the page including the area specified by the volume name
1702 and the volume address 1703 in the allocated command
1700 to the page allocated in operation 2013 and updates the
virtual volume information 505. In operation 2016, if all of
the pages with the area specified by the volume name 1702
and the volume address 1703 are processed, then the process
ends; if not, then the process goes to operation 2010.

Second Exemplary Implementation

In the second exemplary implementation, the storage sys-
tem is set up such that each page only stores a single file. Inthe
first exemplary implementation, at least one file is stored in
each page, allowing for the possibility of multiple files being
stored in a page. References will be made to elements from
previous figures and previously described elements of the first
exemplary implementation will be omitted below for clarity
purposes.

FIG. 21 illustrates a get status command 2100 in accor-
dance with the second exemplary implementation. The get
status command 2100 includes a command type 2101, a vol-
ume name 2102, and a volume address 2103. The get status
command 2100 is sent from the file control program 403 to
the storage subsystem 360 when the file control program 403
is started.
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FIG. 22 illustrates a get status command reply 2200 in
accordance with the second exemplary implementation. The
get status command reply 2200 includes a reply type 2201, a
volume name 2202, a volume address 2203, an allocated tier
2204, page size 2205, and a number of tiers 2206. The get
status command reply 2200 is sent from the storage sub-
system 360 to the file control program 403 as a reply of the get
status command 2100. The allocated tier 2204 shows the tier
allocated to the area specified by the volume name 2202 and
the volume address 2203. If the area specified by the volume
name 2202 and the volume address 2203 is not allocated, then
“Not Allocated” is returned. The page size 2205 shows the
size of page in the volume specified by the volume name
2203. The number of tiers 2206 shows the number of tiers in
the volume specified by the volume name 2203.

FIG. 23 illustrates a diagram illustrating relationships
between files, virtual volumes, and logical volumes in the
virtual volume information 505 in accordance with the sec-
ond exemplary implementation. Only one file is allocated for
each page in the second exemplary implementation, because
the file control program is informed of the page boundaries
based on the page size 2205 in the get status command reply
2200.

FIG. 24 illustrates an exemplary flow diagram for the file
control program 403 in accordance with the second exem-
plary implementation. The file control program 403 receives
the file read command 1300 or the file write command 1400
from the application program 402, sends the read command
1500 or the write command 1600 to the storage subsystem
360, and sends the result of read or write to the application
program 402.

Operation 2401 is similar to operation 1805 of the first
exemplary implementation. However, in operation 2401,
only one file is allocated to each page. In operation 1805, one
or more files can be allocated on each page.

Operation 2402 is similar to operation 1808 of the first
exemplary implementation. However, in operation 2402,
only one file is allocated on each page. In operation 1808, one
or more files can be allocated on each page.

FIG. 25 illustrates an exemplary flow diagram for the disk
control program 501 in accordance with the second exem-
plary implementation. In the second exemplary implementa-
tion, operation 2012 and operation 2013 are omitted because
only one page is allocated on each page. The disk control
program 501 receives the read command 1500, the write
command 1600, or the allocate command 1700 from the file
control program 403, and the disk control program 501 sends
the result of read or write command.

Moreover, other implementations of the invention will be
apparent to those skilled in the art from consideration of the
specification and practice of the invention disclosed herein.
Various aspects and/or components of the described embodi-
ments may be used singly or in any combination in the com-
puterized storage system permitting the change of tiers to a
storage area. [t is intended that the specification and examples
be considered as exemplary only, with a true scope and spirit
of the invention being indicated by the following claims.

What is claimed is:

1. A system comprising:

a storage subsystem comprising:

a plurality of memory drives from which a plurality of

pages having a plurality of tiers are provided; and

a central processing unit (CPU) configured to provide a

virtual volume to which one or more pages of the plu-
rality of pages are allocated,

wherein for the CPU receiving a command for changing a

first tier of a first storage area in the virtual volume to a
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second tier, the CPU is configured to determine whether
a part of a certain page is allocated to the first storage
area in the virtual volume and another part of the certain
page is not allocated to the first storage area in the virtual
volume, and
for the part of the certain page being allocated to the first
storage area in the virtual volume and for the another
part of the certain page not being allocated to the first
storage area in the virtual volume, the CPU is configured
to determine whether the second tier is higher than a tier
of the certain page, and
for the second tier being higher than the tier of the certain
page, the CPU is configured to execute the command by
allocating a new page having the second storage tier
instead of the certain page and copying data in the cer-
tain page to the allocated new page; and for the second
tier being lower than the tier of the certain page, the CPU
is configured to not execute the command.
2. The system of claim 1, wherein the CPU, for the second
tier being lower than the tier of the certain page, is configured
to not execute the command by maintaining allocation of the
certain page.
3. The system of claim 1, further comprising an application
server sending the command for changing the tier of the
storage area in the virtual volume to the storage subsystem;
wherein when the storage subsystem receives a status
inquiry command for a location in the storage subsystem
from the application server, the storage subsystem trans-
mits to the application server allocated tier information
corresponding to the location.
4. The system of claim 3, wherein when the application
server receives the allocated tier information corresponding
to the location, the application server determines an area in
the storage location that aligns a file to be stored in the storage
system to the page.
5. The system of claim 1 wherein the second tier is speci-
fied by a virtual volume identification and a storage address of
the virtual volume.
6. A non-transitory computer readable medium storing
instructions for execution by a Central Processing Unit (CPU)
comprising:
receiving a command for changing a first tier of a first
storage area in a virtual volume to a second tier;

determining whether a part of a page is allocated to the first
storage area in the virtual volume and another part of the
certain page is not allocated to the first storage area in the
virtual volume;

for the part of the certain page being allocated to the first

storage area in the virtual volume and the another part of
the certain page not being allocated to the first storage
area in the virtual volume, checking whether the second
tier is higher than a tier of the certain page; and

for the second tier being higher than the tier of the certain

page, executing the command by allocating a new page
having the second storage tier instead of the certain page
and copying data in the certain page to the allocated new
page, and for the second tier being lower than the tier of
the certain page, not executing the command.

7. The non-transitory computer readable medium of claim
6, wherein for the second tier being lower than the tier of the
certain page, not executing the command by maintaining
allocation of the certain page.

8. The non-transitory computer readable medium of claim
6, further comprising:

receiving a status inquiry command for a location in the

storage subsystem from an application server; and
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transmitting, to the application server, allocated tier infor-
mation corresponding to the location.

9. A system comprising:

a storage subsystem comprising:

a plurality of memory drives from which a plurality of
pages having a plurality of tiers are provided; and

a central processing unit (CPU) configured to provide a
storage volume to which one or more pages of the plu-
rality of pages are allocated, to receive a status inquiry
command for a location in the storage subsystem from
the application server, and transmit to the application
server allocated tier information corresponding to the
location;

wherein for the CPU receiving a command for changing a
first tier of a first storage area in the virtual volume to a
second tier, the CPU is configured to determine whether
a part of a certain page is allocated to the first storage
area in the storage volume and another part of the certain
page is not allocated to the first storage area in the
storage volume, and

wherein the CPU, for the part of the certain page being
allocated to the first storage area in the virtual volume
and for the another part of the certain page not being
allocated to the first storage area in the virtual volume, is
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configured to determine whether the second tier is
higher than a tier of the certain page, and, for the second
tier being higher than the tier of the certain page,
executes the command by allocating a new page having
the second storage tier instead of the certain page and
copying data in the certain page to the allocated new
page; and

for the second tier being lower than the tier of the certain

page, the CPU is configured to not execute the com-
mand.

10. The system of claim 9, wherein the CPU, if the speci-
fied tier is lower than the tier of the certain page, does not
execute the command by maintaining allocation of the certain
page.

11. The system of claim 10, wherein the specified tier is
specified by a virtual volume identification and a storage
address of the virtual volume.

12. The system of claim 9, wherein when the application
server receives the allocated tier information corresponding
to the location, the application server determines an area in
the storage location that aligns a file to be stored in the storage
system to the page.



